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Executive Summary
The unprecedented success of AI tools 
like ChatGPT caught many by sur-
prise. But large language models (LLM) 
are here to stay and will continue to 
grow in sophistication. These models 

use natural language processing algorithms to interpret 
and respond to text-based human input. Whilst it is pos-
sible to grasp the basic principles which drive models 
such as ChatGPT, the companies behind them - mostly 
US-based - are becoming increasingly coy about relea-
sing detailed information on the code and parameters 
which determine the way they generate their outputs. 
That makes it more challenging to assess the implica-
tions and impact of integrating large language models 
into the workplace. At the current rate of expansion, it’s 
only a matter of time before such models are integrated 
into the public sector with wide practical applica-
tions, advantages, and possible efficiency gains, from 
24/7 availability to managing large volumes of inquiries  
simultaneously. 

But there are also limitations. While sophisticated Al such 
as ChatGPT may seem extremely intelligent, capable, and 
reliable, this is not a wholly accurate picture. ChatGPT 
certainly has some capabilities at a speed and scale that 
humans do not, but it sometimes provides responses 
which are inaccurate, biased, or nonsensical. Its purely 
mathematical approach to reasoning should not be mis-
taken for human-like intelligence. 

If ChatGPT and similar tools become part of daily work-
flows, this trend will also affect public institutions. By pro-
viding services which are instrumental to the functioning 
of the State and affecting the rights and obligations of 
citizens, the public sector is particularly sensitive to the 
introduction of such AI-based technologies. Public admi-
nistration has its own characteristics and principles which 
distinguish it from the private sector. By extension, the key 
principles of public administration such as accountability, 
transparency, impartiality, or reliability need to be consi-
dered thoroughly in the integration process. 

To benefit from the advantages offered by ChatGPT and 
similar tools, risks should be recognised, managed and, 
where possible, mitigated. Whilst some of the existing 
limitations will be addressed by technological advances, 
others, such as biases, are of a more structural nature 
and cannot be fully corrected. Measures are there-
fore needed to ensure that the appropriate procedures  
and human controls are in place as well as the  
establishment of feedback loops from the citizens and 
independent audits. 

In the absence of clear regulation on ChatGPT accounta-
bility, humans are needed to monitor output especially 
when considering what lies ahead. And only humans 
can provide the personalised services, flexibility, emotio-
nal intelligence, and critical thinking needed to fulfil the  
requirements of public service. 
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Introduction 
The release of ChatGPT in November 2022 has 
prompted a lively debate about its strengths and 
weaknesses, its potential, possible risks, and its 
occasionally bizarre responses. To cut through these 
discussions, it is important to step back and realise 
that large language models (LLMs) such as ChatGPT 
have been part of our daily lives for some time: Goo-
gle searches in English, for example, have been sup-
ported by AI technology since 2019. Yet the practical 
and political implications of ChatGPT remain difficult 
to pin down, and it is important to avoid underesti-
mating or overestimating the capabilities of LLMs. 
There are also important questions around who is 
developing this technology and where. These issues 
are critical to the process of integrating of LLMs into 
the workplace, particularly for the public sector.

This note takes ChatGPT as the basis for assessing 
the impact of increasingly sophisticated language 
models on the public sector and the principles on 
which it is based. It takes an objective and factual 

look at the technology behind ChatGPT. It also 
highlights possible risks and opportunities this 
could create for the public sector both now and in 
the future. 

To improve our understanding of what LLMs like 
ChatGPT might mean for the public sector, the paper 
begins by looking at how ChatGPT works, who is 
behind it, and what differentiates it from other 
language models and chatbots. This leads into an 
assessment of the extent to which language models 
could help support the work of public servants, but 
also their potential risks and pitfalls. It then looks at 
how these might be mitigated. The paper ends by 
assessing the future development of LLMs and their 
possible implications for the future of the public  
sector. 

A glossary in the Annex contains explanations of 
some of the technical terms that appear throughout 
the paper.

1. What is ChatGPT
ChatGPT is a form of Artificial Intelligence which 
can process and produce natural language, and 
which is capable of a large range of text-based tasks. 
ChatGPT does not itself understand the meaning 
of the text it produces. Its responses are based on 
statistics and probability, but it has been sufficiently 

fine-tuned to make them appear to originate from a 
human source. It is important to remember that it 
does not have the ability to process and understand 
meaning in the way humans do1. 

How did we get here?
Language has always been at the heart of artificial 
intelligence (see fig.1). Ever since AI was conceived in 
a computational context, most notably by Enigma 
codebreaker Alan Turing in the 1950s2, the ‘intel-
ligence’ of an AI programme has been measured 
by its ability to imitate human language capabili-
ties3. Until the 1980s, the development of language 
models (and AI more broadly) aimed at not merely 
imitating human language but actually grasping 
it. In the late 1980s, the approach shifted towards  
probabilistic models, which produced output based 
on calculations informed by datasets and which led 
to the emergence of statistical language models4. 

The 21st century has seen exponential growth in the 
sophistication of artificial intelligence, especially 
since the rise of ‘Big Data’ in the 2010s. Big Data 
refers to extremely large data sets containing diffe-
rent types of data which can be analysed computa-
tionally to reveal correlations, patterns, and trends 
within a particular population. Coupled with the 
increasing market dominance of US-based major 
tech companies such as Amazon, Apple, Google, and 
Meta, which collect data through their platforms, 
these datasets have grown massively, and consti-
tute an unprecedented resource pool. 

“ChatGPT does not itself understand the 
meaning of the text it produces. Its responses 

are based on statistics and probability”
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However, it was the development of deep learning 
techniques5, particularly neural networks and later 
transformers6, that enabled the creation of much 
larger and more sophisticated language models. 
The text generated by these models is generally 
coherent and nuanced, often indistinguishable from 
human writing or speech. This raises ethical ques-
tions about the conflation of human-based and 
computer-based communication.
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How does ChatGPT work? 
ChatGPT is an AI chatbot7 overlaying a Large Lan-
guage Model (LLM), a type of machine-learning 
model designed to process natural language (see 
fig.3). These models are a part of what is called 
general purpose AI systems, which can perform a 
range of general tasks such as translating, detecting 
patterns, or answering questions8. LLMs use large 
quantities of text to infer the relationship between 
different words in these texts and use this informa-
tion to generate their own human-like texts. At their 
most basic, LLMs work in a similar way to predictive 
texting on a mobile phone. They determine which 
words are statistically likely to appear after each 
other and use this knowledge to predict the next 
word. 

However, these simpler models are unable to grasp 
more nuanced connections within the language 
they are processing. When faced with multiple 
similar options to generate the next word in a sen-
tence, they are often unable to choose the most 
logically appropriate one9. Models like those used 
by ChatGPT, so-called Transformers, can solve this 
issue with a mechanism called self-attention10. 
Self-attention allows these models to subdivide 
their input data into small segments (tokens) and 
assign them values based on the importance of 

each segment for the overall meaning of the input 
sequence. During its training, the model uses these 
values to generate billions of normalised weights 
which provide a basis on which it can calculate the 
most accurate response to the input it receives. 
ChatGPT’s model performs these calculations seve-
ral times in a row, which enables it to recognise 
more subtextual meanings, such as humour. Howe-
ver, this also explains why it can end up generating 
different answers to very similar questions: varying 
the position of a word in a sentence triggers a diffe-
rent sequence of calculations, which in turn leads to 
differently worded answers. 

LLMs can be classified both by their parameters and 
the amount of data used to train them. Parameters 
are the weights and biases the model has learned 
during its training. They drive its decision-making 
processes, like neurons in a human brain. During 
the training phase these parameters are constantly 
adjusted and updated by a self-learning algorithm 
within the model. As a rule of thumb, the more 
parameters a model has, the broader the range 
of tasks it can perform11. The more training data it 
has been fed, the more precisely it can adjust its 
weights, and the more accurately it will respond to 
a user’s query12. 

Fig.3: Functioning of ChatGPT 
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After some initial training, LLMs are often fine-
tuned to generate responses which are more closely 
aligned to the user’s intent. Fine-tuned models can 
be based on larger models with more general capa-
bilities. For example, the model behind the initial 
version of ChatGPT is based on an existing LLM that 
has been optimised for creating more natural-soun-
ding conversations13. What differentiates ChatGPT 
from other language models is the way human  

feedback was used during the fine-tuning process  
to ensure the output is more closely aligned with the 
intentions of the user14. 

In addition to text-generating models such as 
ChatGPT, there are now also LLMs specialized in 
generating images or even videos from written input. 
Techniques from large language models are also 
used to complete and generate spoken sentences15.

Which companies are behind it?
ChatGPT was created by a company called OpenAI, 
an AI research and deployment company (see fig.4). 
Founded in 2015 by Sam Altman, Elon Musk16 and 
several former researchers from other AI compa-
nies (see. fig.5), OpenAI aims to “ensure that artificial 
general intelligence (AGI) - by which we mean highly 
autonomous systems that outperform humans 
at most economically valuable work - benefits all 
of humanity”17. Initially a non-profit research lab, 
OpenAI has since created a business subsidiary18, 
which enabled it to enter an exclusive commer-
cial partnership with Microsoft in 2019, a deal that 
included investment of $1 billion. In January 2023, 
both companies announced the extension of their 
partnership, with Microsoft investing another $10 
billion19.

OpenAI has developed several AI products, most 
notably its series of generative pre-trained trans-
former language models, GPT-1 -to -4, and several 
other more specialised models such as the image  

generation models DALL-E and DALL-E 2. It also 
offers an application programming interface (API), 
which enables paying customers to develop their 
own applications on top of its models and which 
provides its own tools20. 

Despite its proclaimed intention to develop AI for the 
benefit of all humanity, OpenAI has become much 
less transparent in recent years. Since its change of 
structure from a non-profit organisation to a com-
mercial subsidiary, it is no longer obliged to publish 
the salaries of its principal employees21. While GPT-2 
was open-source and was released with code and 
model weights22, its successor, GPT-3, and all sub-
sequent models have remained proprietary23. This 
means that little is known about the architecture 
of the model behind the initial version of ChatGPT, 
OpenAI’s most successful model to date, and the 
company refuses to publish detailed information 
about the code and parameters which underpin the 
decision-making processes of its recent models.  

What does the competition look like?
OpenAI is not the only company developing and 
deploying large language models at scale. In fact, 
even though GPT-3, the model on which ChatGPT is 
based, was by far the largest language model when 
released in 2020, it is no longer either the largest or 
the most accurate. The original ChatGPT launched 
on 30 November 2022 is using a model called 
GPT-3.5-turbo, which is an improved version of the 
original GPT-3 model24. The details of its architecture 
have not been revealed by OpenAI, but some sources 
assume that it may have as few as 20B parameters25. 

Nevertheless, developing a language model like 
ChatGPT can be a complex process. Since training 
and running a large language model can be very 

costly, not many actors can afford to develop them26. 
Big tech companies and a few well-funded start-ups 
therefore dominate the market. 

Partly in response to the high costs of running 
ChatGPT, OpenAI introduced a $20/month subscrip-
tion plan called ChatGPT Plus on 1 February 2023. 
Subscribers gain preferential access to ChatGPT as 
well as priority access to new developments. On 14 
March 2023, OpenAI launched a new, and suppose-
dly much improved model called GPT-4. The release 
was accompanied by detailed documentation on 
safety-testing GPT-4, but in line with previous 
releases it did not contain any details on model size 
and training data. 
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Microsoft and OpenAI offer several ai tools 
 → api: Azure OpenAI Services combines OpenAI’s API with Microsoft Azure cloud computing  

platform and allows access to GPT-3, DALL-E2 (by invite only) and other OpenAI models. 
 → search: Microsoft is integrating GPT-4 into his search engine Bing. 
 → other products: Microsoft could include OpenAI language models  

in other applications, such as its Office programmes. 

Fig.4: OpenAI’s structure and partnership with Microsoft

OpenAI Inc.  
(Incorporated) 
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Founded in 2015  

as a non-profit research lab

OpenAI LP  
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The partnership allows OpenAI to leverage Microsoft’s expertise and resources to advance its research,  
while Microsoft gains access to OpenAI’s cutting-edge AI technology to enhance its own products and services. 

OpenAI—Microsoft partnership

ChatGPT  
is a product of OpenAI’s research and development 

made possible in part by its partnership with Microsoft

OpenAI LP employees
 → Greg Brockman (Chairman & President)
 → Sam Altman (CEO)
 → Ilya Sutskever (Chief Scientist)

non-employees
 → Adam D’Angelo 
 → Reid Hoffman
 → Will Hurd

governance: OpenAI Inc’s Board  of Directors is comprised of:

 → Tasha McCauley
 → Helen Toner
 → Shivon Zilis

Microsoft is a major investor in OpenAI LP.  
However, OpenAI remains a separate entity from Microsoft. 

OpenAI LP is governed and 
managed by OpenAI Inc’s 

Board  of Directors

current investors
 → Microsoft 
 → Reid Hoffman Foundation
 → Khosala Ventures

a total investment of $13 billion 
 → 2019: exclusive commercial partnership,  

investment of $1 billion.
 → Jan. 2023: new investment of $10 billion.

supercomputers 
 → Microsoft is OpenAI’s exclusive cloud 

provider for all its computing needs. 
 → Microsoft and OpenAI jointly work 

on Microsoft’s Azure AI supercomputers. 

Note: Both companies can independently commercialise advanced AI technology emerging from their joint research. 

OpenAI’s organisational structure 
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What makes ChatGPT stand out are the underlying 
model’s accessibility and training process. The ini-
tial ChatGPT uses one of the largest LLMs accessible 
to the public, and the first to be trained by using 
human feedback - all that is needed to use it is a free 
ChatGPT account27. The way the model has been 
fine-tuned to enable conversation-like interaction 
and even follow-up questions make it unique so 
far compared to other LLMs28. This does not mean 
that ChatGPT is always accurate: several pre-print 
articles document that even though ChatGPT per-
forms very well when carrying out various reasoning 
and dialogue tasks, it struggles with more complex 
reasoning and mathematics29. Even with its elabo-
rate fine-tuning, it still makes up information, and 
its built-in safety features on undesired content can 
be circumvented30. Despite these shortcomings, 
ChatGPT has gained rapidly in popularity. Since its 
launch in November 2022, the number of daily users 
has been rising steadily, with over 40 million daily 
visits by late February31.

Until the release of ChatGPT, no other commercial 
company had granted access on this scale to such 
a versatile and accurate application. Most state-
of-the-art large language models are proprietary 
with paid access only. This necessarily limits their 
availability. Large established companies have 
tended to be reluctant to give free public access 

to their AI-applications, mainly out of concern for 
reputational damage should their technology pro-
duce offensive or inaccurate responses. However, 
OpenAI’s unusual strategy of releasing ChatGPT to 
the public has prompted a race between big tech 
companies on the release of their own AI to a wider 
audience32. In February 2023 alone, Microsoft intro-
duced an AI-powered Bing search engine,33 Google 
announced the introduction of its own conversatio-
nal AI called Bard,34 and Meta released their new LLM 
called LLaMa under a non-commercial license35.

Overall, while there are a few other players in the 
large language model ecosystem, it is largely domi-
nated by a handful of mostly US-based large tech 
companies and a group of well-funded start-ups, 
whose employees often move on to create their own 
start-ups. ChatGPT has attracted the attention of 
a wider public thanks to its easily accessible user 
interface and the way it has been fine-tuned to res-
pond to queries.

Fig.5: OpenAI’s initial corporate and individual investors

initial corporate investors

 → 1. Amazon Web  Services (AWS) 
 → 2. Y Combinator  (start-up incubator) 
 → 3. Infosys (Indian IT giant) 

initial individual investors

 → 4. Sam ALTMAN (Y Combinator) 
 → 5. Elon MUSK ( CEO of Tesla)    
 → 6. Peter THIEL (PayPal co-founder)  
 → 7. Jessica LIVINGSTON (Y Combinator partner) 
 → 8. Reid HOFFMAN ( LinkedIn co-founder)   
 → 9. Ilya SUTSKEVER (DeepMind) 

OpenAI’s initial financial supporters 
collectively pledged US$1 billion

“[The LLM ecosystem] is largely dominated 
by a handful of mostly US-based  

large tech companies and a group  
of well-funded start-ups”
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What about the EU industry?
When it comes to large language models, Euro-
pean companies have struggled to keep up.  
To date, all cutting-edge large language models 
have been developed outside the EU36 (see fig. 6). 
Much of European AI development is supported 
by academia, which can be a disadvantage in a 
field where most cutting-edge developments 
come from commercial entities (see fig. 7). Accor-
ding to a study by Large European AI Models 
(LEAM), an initiative of national AI associations 
across Europe, the US industry is up to two years 
ahead of European and open-source competi-
tors when it comes to LLM capabilities37. LLMs 
released by EU member states tend to be smaller, 
less intensively trained models that improve or 
imitate existing models. BLOOM, an open-source 
LLM developed by a large scientific collective and 
trained on a French supercomputer, and Lumi-
nous, the LLM developed by the German start-up 
Aleph Alpha, are two notable exceptions38. The 
main reason for this is the difficulty in accessing 
venture capital, a lack of computational capa-
city, and an insufficient pool of available talent39. 
Raising capital is one of the biggest hurdles for 
new market entrants, which puts European com-
petitors at a significant disadvantage. Another is 
the lack of commercially available supercompu-
ters, where European countries rely much more 
on public initiatives than the US and China40.

There are several ongoing initiatives aimed at 
improving Europe’s standing on LLM. Aleph 
Alpha is launching Europe’s fastest commercial 

AI data centre41. LEAM has produced a feasibility 
study supported by the German government, 
which estimates that building a supercomputing 
infrastructure suitable for AI development in Ger-
many will cost €350-400 million42. The European 
High Performance Computing Joint Undertaking 
(EuroHPC JU) is a joint initiative between the 
Commission, European countries, and private 
partners to develop an ecosystem of European 
supercomputers43. It is developing eight super-
computers, one of which is currently the third 
fastest globally44. The consortium for High-Per-
formance Language Technologies (HPLT) aims at 
developing multilingual training materials and 
train language models that support European 
languages45. In addition, the Commission has 
issued a €20 million tender for Natural Language 
Understanding and Interaction in Advanced Lan-
guage Technologies through the Horizon pro-
gramme, to foster a “human-centred and ethi-
cal development” of language models46. Finally, 
OpenGPT-X, a collaborative project between 
science, business and technology funded by the 
German government, builds and trains LLMs for 
the EU economy and intends to offer open-source  
versions of its models47.

Fig.6: Geographic origin of cutting-edge large language 
models (LLM)
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“The US industry is up to two years ahead  
of European and open-source competitors  

when it comes to LLM capabilities”
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2.  What would be the impact of using  
language models in the public sector? 

The nature of work is having to adapt rapidly to the 
increased use of artificial intelligence. LLMs already 
facilitate automated customer service, online 
translation, and automatic data analysis, allowing 
businesses to reduce staffing levels and save costs. 
But the public sector has a rather different set of 
priorities based on the principle of serving the public 
interest and needs to respect higher standards 
of accountability. The role of the public sector in  

providing services which support the functioning of 
the state, and which affect the rights and obligations 
of individual citizens, means that it is particularly 
sensitive to the introduction of new technologies 
based on AI. There are a range of potential use cases 
of LLMs for the work of public servants, but they 
could also affect the main principles which underpin 
the work of the public sector. 

How could LLMs support the work of public servants? 

The fact that LLMs have capabilities beyond that of 
humans does not necessarily mean that all (or any) 
jobs will disappear. The dichotomy of replacing jobs 
through digitalisation as opposed to preserving jobs 
at the cost of efficiency is not quite as polarised as 
it appears. It is important to distinguish between 
the use of LLMs for specific and limited tasks, and 
its potential to replace entire jobs. A task-oriented 
approach to LLMs in public administration could 
enable employees to spend less time working on 
mundane tasks. The time saved could be used to 
bring a more human perspective to their work by 
allowing more time and energy to be devoted to 
more interesting tasks or exploring alternative 
approaches to their work. 

One of the key advantages of large language models 
is their ability to process and analyse large volumes 
of data more quickly and efficiently than humans. 
Machinery at this level of sophistication requires 
human oversight and maintenance, which means 
jobs. Skilled workers in areas such as data analysis, 
cybersecurity, and technology may be able to use 
LLMs to take over certain tasks, but at the same time 
there will be a need for workers to take on new tasks 
and responsibilities. A 2020 World Economic Forum 
report predicts that by 2025, 85 million jobs will be 
affected (but not necessarily replaced) by machines, 
but 97 million new jobs could emerge as a part of  

this transition48. More recently, research by Goldman 
Sachs estimate that 300 million full-time jobs could 
be affected49. 

One potential application of LLMs in the public 
sector concerns chatbots and virtual assistants50. 
These models can be used 24/7 to provide a fast and 
efficient customer service, answer questions and 
address basic issues without the need for human 
intervention. This can help free up civil servants' 
time, allowing them to focus on more complex and 
high-priority tasks. Another area where LLMs could 
be applied in public administration is in document 
or text analysis. An LLM could be trained to iden-
tify key information in complex documents such as  
legal contracts, reducing the time needed for them 
to be reviewed by civil servants. Large language 
models could also be used in decision-making  
processes, such as evaluating grant applications 
or determining eligibility for social services. By  
processing and analysing substantial amounts of 
data quickly and accurately, LLMs have the poten-
tial to support fairer and quicker decision-making. 
However, LLMs still lack a nuanced understanding of 
human emotions, intentions, and context, which is 
why some degree of human supervision will remain 
necessary.

LLMs such as ChatGPT can be trained on financial 
and accounting data to provide insights, answer 
questions, generate reports, and provide financial 
advice based on market trends and data analysis. 
In the field of human resources, LLMs can assist 
with tasks such as the screening of CVs, candi-
date matching, and conducting initial interviews. 

“The fact that LLMs have capabilities beyond 
that of humans does not necessarily mean  
that all (or any) jobs will disappear”
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It is technically possible to train LLMs to conduct 
automated screening of CVs and recommend the 
best-qualified candidates. They can analyse large 
volumes of text-based data such as job descriptions 
and CVs to identify patterns and make predictions 
based on past hiring decisions. Crucially, the quality 
of the recommendations would depend heavily on 
the quality and quantity of the initial dataset, and it 
may not capture crucial factors such as non-verbal 
communication skills, attitudes to work ethics, and 
cultural background, as the LLM may not have been 
trained on a sufficiently wide range of data to cap-
ture these nuances. This means that relying solely 
on an AI-based system for recruitment may lead to 
bias and discrimination, and as such raises some 
ethical concerns. 

In the legal sector, LLMs could be used to analyse and 
summarise large volumes of legal texts in order to 
support lawyers in the public sector. They could be 
trained to answer legal questions and provide legal 
advice, although this would require close attention 
to ethical and legal principles. In the longer term the 
use of LLMs could lead to a loss of knowledge and 
skills amongst legal professionals. However, it is also 
possible that large language models could be used 
to support the work of human lawyers, allowing 
them to focus on more complex and nuanced legal 
issues. 

How could LLMs affect the main principles of public administrations? 
The public sector has specific characteristics and is 
based on a number of principles which distinguish 
it in many ways from the private sector. There are 
very wide practical applications, advantages, and 
possible efficiency gains in integrating a tool such 
as ChatGPT within a public administration. Howe-
ver, the accompanying risks should be recognised, 
managed and, where possible, mitigated. The next 
section of this paper assesses the impact of the pos-
sible introduction of LLMs such as ChatGPT in the 
public sector against each of the eight European 
principles of public administration which are  
inspired by the standards set by the EU/OECD51 for 
EU candidate countries:

→  Transparency and accountability:   
accountability is about an administration 
acknowledging and assuming responsibility for 
its actions and being able to provide satisfactory  
reasons to justify them. Transparency52 facilitates 
scrutiny and accountability.   

These may be more challenging if LLMs are inte-
grated within administrative procedures. Like many 
other forms of AI, LLMs are essentially ‘black boxes’, 
which means that the source code of most models 
is proprietary and, in any case, confusingly complex. 
Tech companies have for years used the commer-
cial interest argument to resist giving access to their 
algorithms,53 but even those behind these models do 
not fully understand their creations. Since LLMs train  
themselves autonomously on their datasets, 
and do not explain their reasoning, it is almost  

impossible to understand why they came to a  
particular result.54 For sensitive decisions by 
public administrations such as those related to the  
attribution of social benefits, this raises criti-
cal issues around the area of accountability.55 

→  Equality and impartiality   
are about providing the same treatment to diffe-
rent groups of people to the same standard, irres-
pective of their background. 

ChatGPT and GPT-4, like AI in general, are subject 
to biases56 and discrimination, despite efforts by 
OpenAI to reduce this. Biases are not necessarily 
negative. They can for example be used to tailor 
services to specific skillsets and target audiences, 
or to protect the rights of minorities. On the other 
hand, biases can undermine the ability of public 
administrations to act impartially. Human agency 
in public administrations is never entirely free from 
bias, as shown by numerous studies. And according 
to a recent Eurobarometer poll, 74% of EU citizens 
also believe that there is corruption in national 
public institutions in their country.57 LLMs could in 
theory help address ingrained bias within a public 
administration.58 But even then, decisions would 
not be completely unbiased. Most of the biases pre-
sent in LLMs originate from their training datasets, 
which are often based on specific sub-sections of 
the internet, such as content from Reddit or Wikipe-
dia.59 English language data dominates most data-
sets, while smaller languages are systematically  
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underrepresented.60 Because of this dominance, the 
values that determine a model’s reasoning are prima-
rily based on those of a certain segment of US society. 
Because of  the way they process input, self-taught  
language models can mirror and even amplify 
biases in the data.61 Recent attempts to curate data-
sets and fine-tune models during training have 
reportedly led to some improvements. But the 
criteria used to filter datasets themselves reflect 
the cultural biases of the curators, who in turn 
represent only a small sub-set of the population.62  
 

 

So, whilst fine-tuning models like ChatGPT can 
help, it is no silver bullet. Context and perso-
nal preferences can also play a significant role in 
determining whether an individual finds an answer 
acceptable or harmful63. This is also an issue when 
decision-making in a public administration com-
bines human and AI input, with research indicating 
that humans tend to follow AI-generated advice 
more often when it confirms their pre-existing 
biases64. In general AI tends to amplify existing 
power dynamics65. Issues of equality and impar-
tiality therefore arise from a fundamental struc-
tural problem linked to the fact that databases 
and those who program them tend to reflect and 
confirm the current dominant worldview.   

→  Efficiency:   
is about making the most effective use of  
resources to deliver substantive outcomes.  

LLMs already outperform humans on many  
more basic administrative tasks. However, these 
efficiency gains come at high cost: language 
models like ChatGPT require huge computational 
power for both training and operating66. This is not 
only costly but brings a heavy CO2 footprint. For  
example, it is estimated that training GPT-3, the 

parent model of ChatGPT, has already generated 
around 550t CO267, which does not yet include the 
cost of actually running the model. For the time  
being there are few incentives for model crea-
tors to consider the environmental impact of their  
models. Data on computational resources and CO2 
footprint relative to the model’s capacity are not 
usually published, and the choice of hardware is 
determined more by computational abilities than 
emissions and energy use68. Some of the footprint of 
LLMs could be mitigated in future through evolving 
technology, carbon offsets, or the use of smaller 
models, which are much cheaper to run and train69. 
But for now, the race has been mostly focused on 
producing the best and most powerful language 
model.
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→  Quality of output:   
guaranteeing quality of output is important for  
the credibility of a public administration in the 
eyes of the population it serves. 

There can be efficiency gains in using ChatGPT, 
such as its capacity to produce first drafts or sum-
maries of administrative documents. According 
to OpenAI, GPT-4 will offer further improvements 
for more complex tasks requiring the handling of  
more subtle instructions. However, there are 
still limits to the reliability of the output. Firstly, 
whilst answers created by ChatGPT usually sound 
convincing, the content can be rather superficial. 
The quality of output is also very dependent on 
the exact wording of the prompt.   
 
Secondly, despite efforts to make its technology 
more reliable, ChatGPT still "hallucinates" on occa-
sions and offers inaccurate or misleading informa-
tion. It also tends to provide an answer – any answer, 
rather than admit that it is unable to respond. (Fol-
lowing the integration by Microsoft of ChatGPT based 
technology in its search engine, Bing once claimed 
that "running was invented in the 1700s by Thomas 
Running"70). OpenAI claims that for GPT-4 it is possible 
to reduce “significantly” the occurrence of hallucina-
tions. However, unless they can be eliminated com-
pletely, an improvement could - counterintuitively - 
create an even greater risk for quality of out-
put given that greater trust may lead to less 
human scrutiny. In the case of ChatGPT, which 
does not provide sources, most claims would 
still need to be manually fact-checked. Some 
more specialised language models already  
provide sources within a limited context71.   
 
Thirdly, there are no industry-wide established stan-
dards or benchmarks for the safety and performance 
of LLM, which makes it quite difficult to compare the 
quality of individual models and choose the one best 
adapted for a specific task72. Finally, induced human 
dependence on technology may lead to a loss of 
training and corresponding reduction in the ability 
of humans to perform tasks which can be delegated 
to machines or even to a decline in the capacity for 
critical thinking. Without additional (human) quality 
control, all these elements could lead to output of 
lower quality and even basic errors. 

→  Predictability and reliability:   
generating trust by behaving consistently with 
integrity and probity over time.

LLMs trained on internal databases could serve as 
an institutional memory and simplify knowledge 
management. But issues can arise when it comes 
to reproducing results. Large language models can 
produce consistent answers, particularly in the case 
of short and relatively simple queries. However, for 
more complex input, they are generally unable to 
produce exactly the same answer to the same query 
over time. Compared to other language models, 
ChatGPT’s abilities to recall input are remarkable. 
But although it is able to remember and include 
input of up to 3,000 words in an ongoing conversa-
tion, it cannot recall previous conversations across 
different threads. When asked by the ART team, 
ChatGPT itself indicated that the responses it gene-
rates may vary based on the input, the context of the 
conversation, and the training data (see fig.8).   

Fig.8: ChatGPT’s reply on a question asked by the ART team  
on its capacity to generate consistent answers. 
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→  Citizens’ involvement and trust   
is the part of the democratic processes allowing 
members of the public to ensure that decisions 
affecting their lives are taken in support of the 
common good.   

LLMs can help here. They can be used to perso-
nalize and tailor messages to citizens or MPs, 
such as in the context of political campaigns. 
This could help organisations or groups of indi-
viduals without access to public affairs profes-
sionals to be included in the decision-making 
process. LLMs could also support citizens who 
might be less comfortable with drafting letters to 
public administrations or elected officials.   
 
However, trust could be undermined if citizens 
feel that AI is largely replacing human agency in 
responding to their queries or in helping shape 
decisions and policies of their local administra-
tion. In addition, ChatGPT could be used to boost 
lobbying activities through the automatic com-
position of input into regulatory processes such 
as letters to elected officials, or to generate social 
media posts and comments on newspaper web-
sites. LLMs could help identify the most relevant 
individuals at all levels of government and target 
them with a flood of tailor-made messages73. Given 
the ability of LLMs to replicate closely human mes-
sages, they could also be used to support large-
scale disinformation campaigns74 and generate 
misleading impressions of public opinion. Current 
technology for determining if a text is written by 
an AI such as GTP Zero75 is not sufficiently deve-
loped to allow for a reliable detection rate.  
 

→  Serving public interest:   
Public administrations are committed to provide 
services in the intrest of their citizens76. 

Even though large language models appear to be able 
to replicate general human morals and values from 
their training data77, it is not clear overall whose inte-
rests they prioritise. LLMs require huge investment 
to finance their development and operation. Only 
a small number of well-funded start-ups and tech 
giants have access to this level of funding, with public 
and open-source development lagging behind78.  
This means that a small number of companies are 
determining the software and models on offer, and 

they do so with less and less transparency (as refer-
red to above, the release of models by OpenAI has 
moved from an open-source and well-documented 
approach to one which provides little or no basic 
technical information). This raises the question as 
to whether the use of ChatGPT in sensitive areas of 
public administration genuinely serves the public 
interest, or rather the interests of its parent company 
or owner. Even the creators of LLMs acknowledge the 
risk that models could be trained to give precedence 
to a particular viewpoint or over-emphasise a speci-
fic perspective79. To date, neither the EU nor the US 
have dedicated legislation in force setting standards 
for the deployment of LLMs, nor do they have an 
agency exercising oversight over the development of 
LLMs80, although the EU is currently looking at how 
LLMs might be covered within the scope of the future 
AI Act. Without greater transparency and oversight81,  
it is extremely difficult to determine whose  
interests are ultimately being served.   

→  Data protection and security   
refers to the  protection of the significant quanti-
ties of sensitive or personal information held and 
managed by public administrations.

LLMs such as ChatGPT and GPT-4 can be used 
to identify vulnerabilities in computer systems 
and databases, such as mistakes in lines of code, 
but there are some important limitations related 
to their tendency to hallucinate and to the size 
of source code which needs to be small enough 
to fit in the context window create some limita-
tions. There are also a number of language models 
that can be used to help detect malware, such as  
MalBERT82.   
 
But there are also risks from LLMs for the pro-
tection of data. By hoovering up all information 
on content created while using a ChatGPT-ac-
count in a non-anonymized way and using it to 
train future versions, OpenAI can generate access 
to a huge quantity of information. This informa-
tion includes queries, answers, IP addresses and 
location, that can be disclosed to affiliates and 
will be stored on US-based servers83. Anyone in  
possession of this data from a public adminis-
tration could gain insights into internal discus-
sions. In their documentation released alongside 
GPT-4, OpenAI states that it has been fine-tuned 
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on ‘production traffic (with consent from 
users)’. This consent is in practice automatically 
granted by anyone signing up for an account to 
use ChatGPT or other OpenAI models84.   
 
Secondly, LLMs have been shown to memorise 
their training data, which can then be extracted by 
skilled users of the model through relatively simple 
techniques85. A future LLM trained on non-anony-
mised input data from previous models that can be 
directly linked to a public administration could in 
theory be used to access internal information. Fur-
thermore, as models such as ChatGPT are trained 
on data that has been scraped from the internet 

without users’ consent, it includes a lot of publicly 
accessible information of which citizens may be 
unaware - data that could also have been leaked 
or inadvertently shared86. With the right queries, 
adversaries can get LLMs to disclose information  
on an individual, such as an elected official or 
 indeed any private citizen, without their consent. 
 
Thirdly, LLMs, with their capacity to generate code 
upon request can facilitate access to the deve-
lopment of malware. Even though built-in safe-
guards are supposed to stop ChatGPT from creating 
malware, security experts have shown that these 
features can be circumvented87. 

How could the risks posed by LLMs be mitigated? 
If large language models are here to stay, the question 
should be raised as to how public administrations can 
retain the advantages of using these models whilst 
mitigating their risks. Mitigating the risks that LLMs 
pose means first understanding their nature, poten-
tial, limitations, and their possible impact on the key 
functions of a public administration. It also means 
sharing this information with the public.

The public sector is beginning to look at a mix of mea-
sures designed to reduce the most significant risks. 
Most of these measures relate to the models them-
selves and how they are run, while others concern 
regulation and the way the models are used.

Measures regarding the models  

→ Public sector bodies could develop their own 
models. However, although the cost of developing 
and training large language models seem to have 
decreased lately,88 the resources required are still 
huge. Even with increased energy efficiency, these 
development costs are likely to remain beyond the 
means of most public administrations, not to men-
tion the need to attract and retain qualified specia-
lists. 

→ Models could be fine-tuned. As the success 
of ChatGPT has shown, a language model does 
not need to be excessively large to deliver use-
ful results. Smaller, more fine-tuned models are 
a possibility, even though their often-proprietary 
nature means that there would still be limited 
transparency on their exact architecture and ini-
tial training data. Most major general purpose LLM  
providers offer smaller versions that can be fine-
tuned on datasets tailored to the needs of a client, 
which could lead to more accurate results. Howe-
ver, many fine-tuned models still require a lot of  

computing power, which means that they will have 
to be run on cloud servers that can be accessed 
remotely via the internet. This could create pro-
blems with sensitive internal data that needs to stay 
on site and would also incur costs from an external 
cloud provider. 

→ Models could be run locally. Edge models are 
models that are deliberately small-scale and can 
either be fine-tuned larger models or smaller models 
trained from scratch. They can be run on-site and 
without access to the internet, which greatly impro-
ves costs and privacy, making them more suitable 
for the more limited means of public sector IT sys-
tems. As they do not need to transmit data to a 
cloud, they can even be faster than internet-connec-
ted models depending on the hardware used to run 
them. Because of their small size, edge models offer 
only a limited functionality89. There is also evidence 
that, even though the error rates are not so different 
from larger models, the compression techniques 
could amplify biases in certain areas90. 
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→ Open-source and European models could be 
used. There is a wide range of open-source models 
currently available for fine-tuning. Providers such 
as HuggingFace or Streamlit can easily be used to 
create institutional applications. In addition, as 
mentioned earlier, there are already several global 
and pan-European research consortia working on 
providing more affordable open-source models that 
are better adapted to European needs, including 
pushing multilingualism in training data. But these 
initiatives will need more time and funding to catch 
up with the very significant lead from state-of-the-
art models developed by US industry. 

→ Cooperative structures could be used to pro-
cure models. Public sector institutions could 
develop joint infrastructure to use specialised AI 
like language models in a shared way, such as by 
running a joint cloud data centre combined with 
smaller hybrid edge models that only periodically 
access the cloud91. They could also jointly procure 
models and cloud storage with external providers. 
But in this case, issues related to proprietary data 
and infrastructure would remain, while know-
ledge gaps in administrations vis-à-vis the private  
companies on which they may depend to run coope-
rative projects could create space for abuse. 

 
Measures concerning regulation  
 
 → Legislative action and oversight could improve 
LLMs. Over the past two decades, legislation has 
been struggling to keep up with the breakneck speed 
at which new technologies are being developed and 
deployed. The same is true for legislation on LLMs. 
Currently, the industry is mostly self-regulating, with 
some AI companies coming up with joint initiatives 
and voluntary pledges92. There are no dedicated laws 
or standards on building, training, or deploying LLMs, 
nor on the copyright and liability for their content.  

Some developments are underway, most notably 
the AI Act at the EU level. The proposed legal 
framework focuses on the specific utilisation of AI 
systems and associated risks. The text proposes 
to establish a technology-neutral definition of 
AI systems in EU law and to lay down a classi-
fication for AI systems with different require-
ments and obligations tailored on a ‘risk-based  
approach’. The negotiations may lead to the  

addition of specific provisions for general purpose AI 
systems, which would include LLMs93. Analysts are 
also urging governments to invest more resources 
in monitoring AI developments to avoid information 
asymetries between private and public sector and  
the exploitation of the current lack of mea- 
surements94. Other areas for possible legislative  
action and oversight include ideas for algorithmic 
impact assessments95 and common standards for 
training data, development, deployment, and the 
environmental impact96 of LLMs, as well as more 
universal performance benchmarks97. 

→ Create clear rules for LLMs in a work context. 
Another possible field of action for the public sector 
is clear and unambiguous regulation on the use of 
LLMs at work. Issues such as accountability for the 
output of LLMs and transparency on the use of AI 
in processes in the public sector would need to be 
clarified98. External auditing and building feedback 
loops from citizens or administrators to report on 
the quality of the responses they receive is also key. 
This would allow corrective action to be taken when 
required.

“Some risks, however, are of a more 
structural nature and cannot be fully 

corrected despite best efforts”

“Legislation has been struggling to 
keep up with the breakneck speed 
at which new technologies are being 
developed and deployed”
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“Mitigating the risks of using LLMs  
requires an honest assessment  

of each possible area of use”

Other risks might be mitigated by technological 
advancements. ‘Hallucinations’ still exist in the 
latest version of ChatGPT, but OpenAI claims that 
they have been drastically reduced with GPT4. The 
same claim is made for techniques to ‘jailbreak’ 
LLMs and get them to disregard their inbuilt safety 
features. Current LLMs often have a cut-off date 
regarding the information they can refer to when 
answering queries, so their replies may not be up 
to date. But newer models could be able to consult 
the internet to prepare their replies. In general, the 
quality of output, particularly in the case of complex 
queries, is increasing as newer models are being 
developed. 

Some risks, however, are of a more structural nature 
and cannot be fully corrected despite best efforts.  
This is the case for detecting and removing biases in 
training data and model outputs. Efforts to sanitize 
datasets can even worsen biases. Given the current 
rate of development, some researchers fear that 
developers may soon run out of high-quality data 
to train models and may then resort to even more 
flawed datasets, at a time when mitigation strate-
gies are still in their infancy100. Related to biases is the 
risk of a perpetuation of the status quo. LLMs mirror 
the values, habits and attitudes that are present in 
their training data, which does not leave much space 
for changing or underrepresented societal views101. 
Relying on LLMs that have been trained with pre-
viously produced documents in a public administra-
tion severely limits the scope for improvement and 
innovation and risks leaving the public sector even 
less flexible than it is already perceived to be. 

The ‘black box’ issue, where AI models arrive at 
conclusions or decisions without revealing the pro-
cess of how they were reached is also primarily 
structural, though the decision of AI companies  
not to grant open access to their code does not 
help. This means that the evolving abilities of  

language models are still not properly understood. 
While there seems to be some understanding as to 
how big an LLM needs to be before it can master a  
specific skill, the emergence of previously unknown 
or unintended abilities in a model after its training 
and fine-tuning remains a significant risk. Fine- 
tuning could also lead to previously unknown 
‘capability jumps’, which could overpower safety 
features102. The black box problem also makes it 
extremely difficult to fix models which are already 
deployed, as it is often unclear which parts of the 
model need fixing103. 

Moreover, lack of funding is likely to continue to be 
a problem both for the public sector and European 
industry or the open-source community, which will 
struggle to close the gap with the US industry any-
time soon. Regulating new technologies will remain 
a cat-and-mouse game. Acceleration risk (the emer-
gence of a race to deploy new AI as quickly as pos-
sible at the expense of safety standards) is also an 
area of concern104. Finally, as mentioned earlier, a 
major structural risk lies in overreliance, which may 
be bolstered by rapid technological advances. This 
could lead to a lack of critical thinking skills nee-
ded to adequately assess and oversee the model’s 
output, especially amongst a younger generation 
entering a workforce where such models are already 
being used.

Mitigating the risks of using LLMs requires an honest 
assessment of each possible area of use. Not all 
situations will create enough benefits to outweigh 
the risks. And not all LLMs may be suitable for use 
without prior customisation. When it comes to using 
ChatGPT in its current form, the issues that run up 

 
User-based measures  
 
→ Using better prompt strategies could 
improve results. One important way of getting 
better results is to adjust input for models such  
as ChatGPT to reflect an organisation’s mission 
and reasoning99. Staff can be trained in prompt  

 
 
 
engineering, such as breaking down more complex  
instructions into smaller, logical steps, write more 
detailed instructions and ask the model to then 
adjust content. This could lead to results which 
are more reliably in line with the user’s intent. 
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against some of the key pillars of public administra-
tion are difficult to mitigate, which make it less sui-
table for regular use. This will apply to future appli-
cations based on this model. In the absence of clear 
regulation on LLM accountability, only humans can 
regularly monitor the output of ChatGPT and other 
LLMs. Given the structural flaws of LLMs, humans 
are still very much needed to provide personalized 
services, flexibility, emotional intelligence, critical 

thinking, and the ability to adapt quickly to chan-
ging circumstances necessary to fulfil the demands 
of public service. When asked, ChatGPT agreed with 
this assessment by highlighting its own limitations. 
A ChatGPT-supported public administration will the-
refore still need to rely on a significant proportion of 
human judgement, regular monitoring, and a robust 
mitigating strategy. 

3. What lies ahead?
The release of ChatGPT has galvanised an already 
dynamic industry even further. But ChatGPT is not 
the only language model, and it will certainly not be 
the last. AI tools such as language models are set 
to become an increasing part of daily work, a trend 
that will also affect public institutions. 

Looking forward, LLMs will be increasingly inte-
grated into existing programmes. Microsoft is cur-
rently working on ways of integrating ChatGPT and 
other OpenAI models into its office applications, 
such as Outlook105 and Microsoft Teams106. As LLMs 
become more widespread, the competition to be 
at the forefront of their development is heating up. 
One of the key battlegrounds is currently the efforts 
to revolutionise online searches. While this compe-
tition may be concentrated within a small handful of 
Big Tech companies, it is brutal, earning it the title 
of ‘search wars’107. Google has dominated the search 
engine industry in the past and was an early adop-
ter of LLM-assisted search, but there is no guarantee 
that this will continue to be the case. Microsoft, in 
particular, (with partial thanks, at least, to its multi-
billion-dollar investment in OpenAI) is likely to be the 
winner: in early February 2023, Microsoft announced 
a new and improved search engine experience, avai-
lable through both their Bing and Edge browsers, 
which integrates a next-generation OpenAI LLM that 
is designed to respond to search queries in a com-
prehensive, conversational manner, rather than pro-
viding pages of links to websites. To avoid being left 
behind, Google plans to roll out LLM-supported new 
features for its Google search and is currently testing 
the new conversational AI Bard108. 

However, the pressure to innovate implies familiar 
risks, such as rather limited search results at the 
expense of nuance, and most importantly a lack of 
source traceability. This issue is especially pertinent 

when it comes to the debate around the extraction of 
other people’s work to produce something credited 
to an AI programme (and, by extension, the com-
pany which created it), which remains fraught.  Seve-
ral artists (mostly US-based)109 and computer pro-
grammers110 have already brought lawsuits against 
image and code-generating LLMs to clarify issues of 
copyright or piracy. Concerns about the use of data 
have been growing in Europe as well: on 31 March, 
the Italian data protection authority decided to ban 
ChatGPT from processing Italian users’ data111. The 
European Consumer Organisation (BEUC) also called 
on the EU and national authorities to investigate the 
risks of ChatGPT and similar models112. Moreover, an 
open letter initiated by the Future of Life Institute 
signed by numerous prominent AI developers called 
for a six-month pause in developing systems more 
powerful than GPT-4, citing potential societal risks 
and a lack of robust safety systems113.

Research on LLMs is still developing, and their abi-
lities and potential are still not well understood114. 
After a trend towards ever-larger models, current 
developments seem to focus on optimisation and 
fine-tuning with the aim of creating smaller, more 
powerful models. Following the success of ChatGPT, 
conversational AI and LLM fine-tuning through 
reinforcement learning are likely to receive much 
more attention over the coming months115. Analysts 
are also monitoring developments on generative 
audio and video models and decentralised research  
collectives116.

“Research on LLMs is still developing,  
and their abilities and potential are  

still not well understood”
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Key questions 
ChatGPT and other LLMs are here to stay, and they seem set to gain greater strategic importance   
in our societies, our daily lives and the ways we work. The following issues merit attention:  

→  ChatGPT is already used, at least informally, by employees in the private and public sector. What measures 
should public administrations take to maximise the potential of LLMs while mitigating the risks? 

→  What are the main possible legal hurdles in the integration of LLMs in public administration processes?   
How to address issues of legal responsibility? 

→  What impact will LLMs have on ways of working?   
How could public administrations assess the impact of LLMs on the future of work in the public sector?   
Are there synergies to be sought between local, national and the EU level? 

→  Transparency is one of the key aspects when integrating LLMs in public sector processes.   
Citizens and other stakeholders should not have the impression that this is done behind their back.   
How should public administrations communicate on the use of LLMs and coordinate their strategies to ensure 
coherent messaging where needed? 

→  With more than 70% of LLMs developed in the US and huge entry costs giving an advantage to big tech, it is 
not easy for EU-based actors to catch up and for European champions to emerge in this new race. Not only is 
Europe behind, but this structural advantage also affects the nature and mindset of these models, which are 
much more based on US values and ideals. What other avenues could be explored to prevent Europeans from 
only being power users of foreign technologies? 

Although large language models can already per-
form a wide range of tasks, they still have their 
limits. There are various tasks where models are 
unable to outperform the best performing humans 
or even fail to reach a degree of accuracy which is 
distinguishable from completely random patterns. 
They are unable to think and understand like a 
human being, regardless of how human-like their 
output may seem. As language models are set to 
become more present in our daily lives, it is impor-
tant to keep in mind their risks and not be mistaken 
into considering them as capable as a human being. 
Unfortunately, the way humans perceive others and 
assess their intelligence works against this, since 
humans tend to mistake fluency for intelligence. 
Coupled with automation bias – the inclination to 
rate machine-generated results as more accurate –
and a preference for machine-generated output over 
the advice of humans when it suits one’s pre-exis-
ting biases, the risk of overreliance increases dra-
matically. This is already creating a dangerous over- 

dependence on the supposedly easy, accurate and 
readily available solutions provided by LLM-based 
applications such as ChatGPT. For reasons of conve-
nience, public servants could deliberately or unwit-
tingly ignore or play down the risks at the expense of 
the key functions of public service.

Digital literacy is therefore key. For public adminis-
trations this means staying on top of developments 
in the field of large language models and dissemi-
nating this knowledge to their employees as well 
as the citizens they serve. Institutions deploying 
LLMs in their daily processes will have an interest 
in communicating regularly on the importance of 
critically assessing any output coming from LLM.  
The increasing integration of LLMs could fundamen-
tally change apps and programmes which are used 
regularly, such as search engines or text processing 
programmes. At this critical juncture, public admi-
nistrations could lay the groundwork to adapt to the 
changes that large language models could bring. 
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Annex: Glossary
 
→  Artificial Intelligence (AI): refers to the development of computer systems able 

to perform tasks that normally require human intelligence

→  Artificial general intelligence (AGI): theoretical form of AI that would be 
capable of performing any intellectual tasks that a human can do

→  Chatbot: computer programme designed to simulate conversations with human 
users

→  Edge model: type of machine learning model designed to run efficiently on 
devices with limited computational power

→  Fine-tuning: process where a pre-trained model is further trained on a small 
dataset to improve its performance on specific tasks

→  General purpose AI system: an AI system that can be applied to a wide range 
of tasks and domains, as opposed to a system designed for a specific purpose

→  Hallucination: phenomenon where a model generates outputs that are 
nonsensical or unfaithful to the input data the model has been trained on

→  Large language model (LLM): type of AI system trained on massive amounts of 
text data that can generate natural language responses to a wide range of inputs

→  Machine learning: a subfield of AI that involves the use and development of 
algorithms and statistical models that are able to learn from data and adapt 
their performance without being explicitly programmed to do so

→  Neural networks: in this context, it refers to a type of machine learning algorithm 
designed to simulate the way the human brain works

→  Parameter: weights and biases within a machine learning model that the model 
uses in its decision-making processes

→  Prompt: phrase provided to a language model in order to generate a response 
or perform a task

→  Self-attention: mechanism used in neural networks allowing the model to focus 
simultaneously on different parts of the input data during processing

→  Token: discrete unit of text, such as a word or punctuation mark, that is used as 
input for large language models

→  Transformer: type of neural network architecture used in natural language 
processing

→   Virtual assistant : AI system designed to provide assistance and perform tasks 
for users
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