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FOREWORD

Emerging technologies are transforming societies,
economies, and geopolitics. This moment brings
unparalleled promise and novel risks. In every era,
technological advances buoy nations that develop
and scale them—helping to save lives, win wars,
foster greater prosperity, and advance the human
condition. At the same time, history is filled with
examples where slow-moving governments stifled
innovation in ways policymakers never intended,
and nefarious actors used technological advances in
ways that inventors never imagined. Technology is a
tool. It is not inherently good or bad. But its use can
amplify human talent or degrade it, uplift societies
or repress them, solve vexing challenges or exacer-
bate them. These effects are sometimes deliberate
but often accidental.

The stakes of technological developments today are
especially high. Artificial intelligence (Al) is already
revolutionizing industries, from music to medicine to
the military, and its impact has been likened to the
invention of electricity. Yet Al is just one among many
technologies that are ushering in profound change.
Fields like synthetic biology, materials science, and
neuroscience hold potential to vastly improve health
care, environmental sustainability, economic growth,
and more. We have experienced moments of major
technological change before. But we have never
experienced the convergence of so many technol-
ogies with the potential to change so much, so fast.

The Stanford Emerging Technology Review (SETR)
is the first product of a major new Stanford technol-
ogy education initiative for policymakers. Our goal
is to help both the public and private sectors better
understand the technologies poised to transform
our world so that the United States can seize oppor-
tunities, mitigate risks, and ensure that the American
innovation ecosystem continues to thrive.

Our efforts are guided by four observations:

1. Policymakers need better resources to help
them understand technological develop-
ments faster, continuously, and more easily

Technology policy increasingly requires a more
sophisticated understanding across a broad range
of fields and sectors. Indeed, policymakers today
include an expanding array of decision makers,
from legislators and executive branch officials in
Washington to state and local governments, inves-
tors, and corporate leaders. Too often, government
leaders lack technical expertise to understand sci-
entific developments, while technologists lack the
policy expertise to consider and build security,
safety, and other societal considerations into their
products by design. Key takeaways of this report, for
example, include the following findings that may be
surprising and even counterintuitive to nonexperts:

o— Artificial intelligence has received a great deal
of media attention, but biotechnology could
ultimately be as transformational to society as
computing.

o— Space technologies are increasingly critical to
everyday life, from GPS navigation to banking.
But space is a planetary resource that is rapidly
becoming congested and contested—with thou-
sands of new commercial satellites and an esti-
mated million pieces of space debris that could
threaten access to these global commons.

o— The most significant challenge to achieving
sustainable energy is scale; simply providing
a 72-hour supply of backup energy worldwide
would take two hundred years of lithium-ion bat-
tery production.




o~ Cryptocurrencies are not the most important
issue in cryptography today, and they are not syn-
onymous with blockchain, which has widespread
applications.

As these examples suggest, policymakers need
better, easy-access resources to help them under-
stand technological basics and new discoveries
before crises emerge; to focus their attention on the
most important issues; to better assess the policy
implications; and to see over the horizon to shape,
accelerate, and guide future technological inno-
vation and applications. We need a new model of
technology education for nontechnical leaders. This
report aims to be a first, important step.

2. America’s global innovation leadership
matters

American innovation leadership is not just important
for the nation’s economy and security. It is the linch-
pin for maintaining a dynamic global technology
innovation ecosystem and securing its benefits.

International scientific collaboration has long been
pivotal to fostering global peace, progress, and
prosperity, even in times of intense geopolitical
competition. During the Cold War, for example,

American and Soviet nuclear scientists and policy-
makers worked together to reduce the risk of acci-
dental nuclear war through arms control agreements
and safety measures. Today, China’s rise poses many
new challenges. Yet maintaining a robust global eco-
system of scientific cooperation remains essential—
and it does not happen by magic. It takes work,
leadership, and a fundamental commitment to free-
dom to sustain the openness essential for scientific
discovery. Freedom is the fertile soil of innovation,
and it takes many forms: the freedom to criticize a
government; to admit failure in a research program
as a step toward future progress; to share findings
openly with others; to collaborate across geograph-
ical and technical borders with reciprocal access
to talent, knowledge, and resources; and to work
without fear of repression or persecution. In short, it
matters whether the innovation ecosystem is led by
democracies or autocracies. The United States has
its flaws and challenges, but this country remains the
best guarantor of scientific freedom in the world.

3. Academia’s role in American innovation is
essential yet increasingly at risk

The US innovation ecosystem has three pillars: the
government, the private sector, and the academy.
Success requires that all three remain robust and

The United States has its flaws and
challenges, but this country remains the best

guarantor of scientific freedom in the world.
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actively engaged. Throughout history, America’s
research universities have generated transforma-
tional scientific discoveries, from the invention of
the polio vaccine to rocket fuel. Universities have
also been the seedbeds of policy innovations, from
nuclear deterrence theory to behavioral economics.
And they have played a vital role in training the next
generation.

Today, however, innovations are increasingly emerg-
ing from the private sector, often alongside aca-
demia. The funding sources for innovation have
shifted, too—in deeply worrying ways. The US
government is the only funder capable of making
large and risky investments in the basic science con-
ducted at universities (and national laboratories)
that is essential for future applications. Yet federal
research and development (R&D) funding has plum-
meted since the 1960s, from 1.86 percent of GDP in
1964 to just 0.66 percent of GDP in 2016." Although
private sector investment in technology companies
and associated university research has increased
substantially, it is no substitute; federal funding of
university research leads universities to study dif-
ferent technological challenges and opportunities
than industry funding does. As a Council on Foreign
Relations innovation task force report concluded:

U.S. leadership in science and technology is
at risk because of a decades-long stagnation
in federal support and funding for research
and development. Private-sector invest-
ment has risen, but it is not a substitute for
federally funded R&D directed at national
economic, strategic, and social concerns.?

To be sure, the rising influence of private industry in
innovation brings significant benefits. But it is also
generating serious and more hidden risks to the
health of the entire American innovation ecosys-
tem. Universities and companies are not the same.
Companies must answer to investors and sharehold-
ers who expect returns on their capital investments,
so they tend to focus on technologies that can be

commercialized in the foreseeable future. Research
universities, by contrast, operate on much longer
time horizons without regard for profit, engaging in
fundamental research at the frontiers of knowledge
that has little if any foreseeable commercial benefit.
This fundamental research is the foundation for future
applications that may take years, even decades,
to emerge. The "overnight success” of the COVID
mRNA vaccine in 2021, for example, was the result
of thirty years of university research. Similarly, it took
decades of research in number theory—a branch of
pure mathematics—to develop the modern cryptog-
raphy that is widely used to protect data.

Today, technology and talent are migrating from aca-
demia to the private sector, accelerating the devel-
opment of commercial products while eroding the
foundation for the future. We are already reaching
a tipping point in Al. In 2020, two-thirds of students
who received PhDs in artificial intelligence at US uni-
versities took industry jobs, leaving fewer faculty to
teach the next generation (see figure F.1).> Only a
handful of the world’s largest companies have both
the talent and the enormous compute power nec-
essary for developing sophisticated large language
models like GPT-4. No university comes close.

These trends have several concerning implications.*
Among them: Research in the field is likely to be
skewed to applications driven by commercial rather
than public interests. The ability for universities—or
anyone outside of the leading Al companies—to
conduct independent analysis of the weaknesses,
risks, and vulnerabilities of Al (especially large lan-
guage models recently in the news) will become
more important and simultaneously more difficult.
Further, the more that industry offers unparalleled
talent concentrations, computing power, training
data, and the most sophisticated models, the more
likely it is that future generations of the best Al
minds will continue to flock there (see figure F.1)—
hollowing out university faculty and eroding the
nation’s ability to conduct broad-ranging founda-
tional research in the field.
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FIGURE F.1
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Research,” Science 379, no. 6635 (March 2023): 884-86.

4. The view from Stanford is unique, important—
and needed now more than ever

Stanford University has a unique vantage point
when it comes to technological innovation. It is not
an accident that Silicon Valley surrounds Stanford,
the university lies at the heart of the innovation eco-
system. Stanford faculty, researchers, and former
students have founded Alphabet, Cisco Systems,
Hewlett-Packard, Instagram, LinkedIn, Nvidia, Sun
Microsystems, Yahoo!, and many other companies,
together generating more annual revenues than
most of the world's economies. Start-ups take flight
in our dorm rooms, classrooms, laboratories, and
kitchens. Technological innovation is lived every
day and up close on our campus—with all its ben-
efits and downsides. This ecosystem and its culture,
ideas, and perspectives often seem a world apart
from the needs and norms of Washington, DC.
Bridging the divide between the locus of American
policy and the heart of American technological inno-
vation has never been more important.

Stanford has a rich history of policy engagement,
with individuals who serve at the highest levels of

government as well as institutional initiatives that
bring together policymakers and researchers to
tackle the world's toughest policy problems. But in
this moment of rapid technological change, we must
do more. We are delighted to launch this unprec-
edented collaboration between Stanford’s Hoover
Institution, the School of Engineering, and the
Institute for Human-Centered Artificial Intelligence
to bring policy analysis, social science, science, med-
icine, and engineering together.

The Stanford Emerging Technology Review origi-
nated from conversations we had last year with senior
US government officials who came to campus and
asked, "What do we need to know about emerg-
ing technologies at Stanford?” No one person had
a good answer, so we convened leading scholars
across fields for briefings. The impact of that day was
powerful and revealing: it was a one-off event, and it
was not enough. We also discovered that many of our
leading faculty in different science and engineering
fields did not know one another. Together we realized
that although Stanford is one of the world’s leading
research universities, we did not know what we knew.
And fragmentation was hindering our policy impact.

FOREWORD
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So we founded the Stanford Emerging Technology
Review (SETR), an enduring initiative to harness the
latest insights from leading scholars in ten of the most
important fields today, bring these scholars together
to share their research with colleagues across disci-
plines, and work collaboratively to enhance policy
education and impact for the nation.

We selected these ten areas as a starting point,
not an end point. We wanted to begin by leverag-
ing areas of deep expertise at Stanford and cover-
ing technologies widely recognized as essential for
expanding American economic prosperity, advanc-
ing democratic values, and protecting the security
of the nation. But science is always moving, and we
expect that future reports may focus on different
areas or divide fields in different ways.

Today, technology policy and education efforts are
often led by policy experts with limited technolog-
ical expertise. The Stanford Emerging Technology
Review flips the script, enlisting ten of the brightest
scientific and engineering minds at the university to
share their knowledge of their respective fields by
working alongside social scientists to translate their
work to nonexpert audiences. We start with science
and technology, not policy. And we go from there
to emphasize the important interaction between sci-
ence and all aspects of policy.

How to Use This Report:
One-Stop Shopping but
Not a One-Time Product

This report is intended to be a useful “one-stop
shopping” primer that covers ten key emerging tech-
nology areas: artificial intelligence, biotechnology
and synthetic biology, cryptography, materials sci-
ence, neuroscience, nuclear technologies, robotics,

semiconductors, space technologies, and sustain-
able energy technologies. While this is nowhere
near an exhaustive list of technology research areas
at Stanford, these ten fields are rapidly shaping
American society today and promise to gain impor-
tance in the coming years. Our reviews of each tech-
nology field were led by world-renowned Stanford
tenured faculty members who also delivered lectures
covering their fields in SETR seminars (their bios can
be found in the Contributors section on page 151).
The SETR team also included eighteen postdoctoral
scholars and eleven undergraduate research assis-
tants who spent the last year interviewing leading
faculty across Stanford in different subfields, con-
ducting research, and drafting background materi-
als. Overall, they conducted seventy-five interviews
spanning faculty from thirty departments on the key
developments, barriers, bottlenecks, needs, oppor-
tunities, and implications in their respective fields.

Each technology chapter begins with an overview of
the basics—the major technical subfields, concepts,
and terms needed to understand how a technology
works and could affect society. Next, we outline key
developments and advances in the field. Finally,
each chapter concludes by offering an "over-the-
horizon” outlook that covers crucial considerations
for policymakers over the next few years. The report
ends with two chapters that look across the ten tech-
nologies, offering analysis of common trends, key
differences, and implications for economic growth,
national security, environmental and energy sustain-
ability, human health, and civil society.

Three points bear noting. First, we offer no spe-
cific policy recommendations. That is by design.
Washington is littered with reports offering policy rec-
ommendations that were long forgotten, overtaken
by events, or both. We want to provide a reference
resource that endures—a report that is updated and
issued annually, a guide that can inform successive
generations of policymakers about evolving techno-
logical fields and their implications.
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Second, SETR offers a view from Stanford, not
the view from Stanford. There is no single view of
anything in a university. Individual faculty members
involved in this report may not agree with everything
in it. Other members of their departments would
probably offer a different lay of the technology
landscape with varying assessments about impor-
tant developments and over-the-horizon issues. The
report is intended to reflect the best collective judg-
ment about the state of these ten fields—guided by
leading experts in those fields.

Third, this report is just the beginning. In the
months ahead, SETR will be producing additional
articles and reports, holding briefings in California
and Washington, DC, and launching multimedia
educational products. Our goal is ambitious: devel-
oping a new model to help policymakers understand
tech issues in a more real-time, continuous, rigorous,
and user-friendly way.

Ensuring American leadership in science and tech-
nology requires all of us—academia, industry,
government—to keep listening, learning, and
working together. We hope the Stanford Emerging
Technology Review starts meaningful and lasting
conversations about how an innovation ecosystem
benefits us all. The promise of emerging technology
is boundless if we have the foresight to understand it
and the fortitude to embrace the challenges.

Condoleezza Rice
John B. Taylor
Jennifer Widom
Amy Zegart

Co-chairs, Stanford Emerging Technology Review

NOTES
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EXECUTIVE SUMMARY

Emerging technologies have never been more
important or difficult to understand. Breakthrough
advances seem to be everywhere, from ChatGPT
to the COVID-19 mRNA vaccines to constellations
of cheap commercial shoebox-size satellites that
can track events on Earth in near-real time. This is
a pivotal technological moment offering both tre-
mendous promise and unprecedented challenges.
Policymakers need better expert resources to help
them more easily understand the burgeoning and
complex array of technological developments—
more easily and more continuously.

The Stanford Emerging Technology Review is
designed to meet this need, offering an easy-to-
use reference tool that harnesses the expertise of
Stanford University's leading science and engineer-
ing faculty in ten major technological areas:

and other US government departments. However,
SETR focus technologies are likely to change over
time, not because anyone “got it wrong,” but
because science and technology never sleep, the
borders between fields are porous, and different
people categorize similar research in different ways.

SETR 2023 Focus Technologies

Artificial Intelligence

Biotechnology and Synthetic Biology
Cryptography

Materials Science

Neuroscience

Nuclear Technologies

Robotics

Semiconductors

Space

Sustainable Energy Technologies

These particular fields were chosen for the 2023
report because they leverage areas of deep exper-
tise at Stanford and cover many critical and emerg-
ing technologies identified last year by the Office of
Science and Technology Policy in the White House

Report Design

This report is organized principally by technology,
with each area covered in a standalone chapter that
gives an overview of the field, highlights key devel-
opments, and offers an over-the-horizon view of
important technological and policy considerations.
Although these chapters can be read individually,
one of the most important and unusual hallmarks
of this moment is convergence: emerging technol-
ogies are intersecting and interacting in a host of
ways, with important implications for policy. We
examine these broader dynamics in chapters 11 and
12. In chapter 11, we describe a number of themes
and commonalities that cut across many of the tech-
nologies we describe earlier in the report. In chap-
ter 12, we consolidate technological developments
across all ten areas and discuss how they apply to
five policy areas: economic growth, national secu-
rity, environmental and energy sustainability, health
and medicine, and civil society.

Three tensions run throughout and are worth keep-
ing in mind.

1. Timeliness and timelessness Each chapter
seeks to strike a balance between covering recent
developments in science and in the headlines and
providing essential knowledge about how a field
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works, what is most important, and what challenges
lie ahead.

2. Technical depth and breadth This report inten-
tionally skews toward breadth, offering a 30,000-foot
view of a vast technological landscape in one com-
pendium. Readers should consider this report as
an introductory course. SETR will issue deeper-dive
reports and other educational tools in the months
ahead that will offer more advanced examinations

of each field.

3. Technical and nontechnical aspects of inno-
vation We start with the science but do not end
with the science. Technological breakthroughs are
necessary but not sufficient conditions for successful
innovation. Economic, political, and societal factors
play enormous and often hidden roles. Johannes
Gutenberg invented the printing press in 1452, but it
took more than 150 years before the Dutch invented
the first successful newspapers—not because they
perfected the mechanics of movable type, but
because they decided to use less paper, making
newspapers sustainably profitable for the first time.’
Each chapter in this report was written with an eye
toward highlighting important economic, political,
policy, legal, and societal factors likely to impede,
shape, or accelerate progress.

Technologies and Takeaways
at a Glance

Artificial Intelligence (Al)

Al is a computer’s ability to perform some of the
functions associated with the human brain, including

perceiving, reasoning, learning, interacting, prob—
lem solving, and even exercising creativity. In the
last year, the main Al-related headline was the rise of
large language models (LLMs) like GPT-4, on which
the chatbot ChatGPT is based.

KEY CHAPTER TAKEAWAYS:

o— Al is a foundational technology that is advancing
other scientific fields and, like electricity and the
internet, has the potential to transform how soci-
ety operates.

o— Even the most advanced Al has many failure
modes that are unpredictable, not widely acknowl-
edged, not easily fixed, not explainable, and capa-
ble of leading to unintended consequences.

o= There is substantial debate among Al experts
about whether Al poses a long-term existential
risk to humans, and whether the most important
risks are current weaknesses of Al.

Biotechnology and Synthetic Biology

Biotechnology is the use of cellular and biomolecular
processes to develop products or services. Synthetic
biology is a subset of biotechnology that involves
using engineering tools to modify or create biolog-
ical functions—like creating a bacterium that can
glow in the presence of explosives. Synthetic biol-
ogy is what created the COVID-19 mRNA vaccine
in record time—although it relied on decades of
earlier research. Just as rockets enabled humans to
overcome the constraints of gravity to explore the
universe, synthetic biology is enabling humans to
overcome the constraints of lineage to develop new
living organisms.

EXECUTIVE SUMMARY
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KEY CHAPTER TAKEAWAYS:

o— Biotechnology is burgeoning, contributing around
5 percent to US GDP with a historical doubling
time of about seven years.

o— Synthetic biology is third-generation biotechnol-
ogy, complementing domestication and breed-
ing (the first generation) and gene editing (the
second generation).

o= The United States is struggling to grasp the scale
of the bio-opportunity, the strategic ramifications
unique to network-enabled biotechnologies,
and the possibilities and perils of distributed
biomanufacturing.

Cryptography

The word cryptography originates from Greek words
that mean “secret writing.” In ancient times, cryp-
tography involved the use of ciphers and secret
codes. Today, it relies on sophisticated mathemat-
ical models to protect data from being altered or
accessed inappropriately. Cryptography is often
invisible, but it is essential for most internet activi-
ties, such as messaging, e-commerce, and banking.
In recent years, a type of cryptographic technology
called blockchain—which records transactions in dis-
tributed ledgers in the computing cloud that cannot
be altered retroactively without being detected—
has been used for a variety of applications, includ-
ing time-stamping and ensuring the provenance
of information, identity management, supply chain
management, and cryptocurrencies.

KEY CHAPTER TAKEAWAYS:

o- Cryptography is essential for protecting informa-
tion but will never be enough to secure cyberspace.

o— Cryptocurrencies have received a great deal
of media attention, but they are not the most
important issue in cryptography today.

o— Cryptocurrencies use blockchain technology, but
they are not the same; blockchain has many other
important and promising applications.

Materials Science

Materials science studies the structure and proper-
ties of materials—from those visible to the naked
eye to microscopic features—and how they can be
engineered to change performance. Materials sci-
ence contributions have led to better semiconduc-
tors, “smart bandages” with integrated sensors and
simulators that can accelerate healing, more easily
recyclable plastics, more energy efficient and flexi-
ble solar cells, and stronger aircraft parts.

KEY CHAPTER TAKEAWAYS:

o— Materials science is a foundational technology that
underlies advances in many other fields, including
robotics, space, energy, and synthetic biology.

o— Materials science will exploit Al as another prom-
ising tool to predict new materials with new prop-
erties and identify novel uses for known materials.

o— The structure of funding in materials science does
not effectively enable transition from innovation
to implementation. Materials-based technology
that has been thoroughly tested at the bench
scale may be too mature to qualify for basic
research funding (because the high-level basic
science is understood) but not mature enough to
be directly commercialized by companies.

Neuroscience

Neuroscience is the study of the human brain and
the nervous system—its structure, function, healthy
and diseased states, and life cycle from embryonic
development to degeneration in later years. The
brain is perhaps the least understood and yet most
important organ in the human body. Three major
research subfields of neuroscience are neuroengi-
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neering (e.g., brain-machine interfaces), neurohealth
(e.g., brain degeneration and aging), and neurodis-
covery (e.g., the science of addiction).

KEY CHAPTER TAKEAWAYS:

o= Popular interest in neuroscience vastly exceeds
the actual current scientific understanding of
the brain, giving rise to overhyped claims in the
public domain that revolutionary advances are
just around the corner.

o— Advances in computing have led to progress in
several areas, including understanding and treat-
ing addiction and neurodegenerative diseases,
and designing brain-machine interfaces.

o= American leadership is essential for establishing
and upholding global norms about ethics and
human subjects research in neuroscience.

Nuclear Technologies

Nuclear technologies involve producing energy with
potential applications for electricity generation, med-
icine, and weapons. There are two major nuclear pro-
cesses: (1) fission, which is the process of splitting the
nucleus of a particular type of element; and (2) fusion,
which produces energy by causing two atoms to col-
lide and fuse together. Nuclear power plants have
used controlled fission chain reactions for decades. In
the past year, however, Lawrence Livermore National
Laboratory achieved a milestone breakthrough, rais-
ing hopes that fusion might someday be controlled
to drive electrical generators without the long-lasting
radioactive waste that fission produces.

KEY CHAPTER TAKEAWAYS:

o= Nuclear fission offers a promising carbon-free
power source that is already in use but faces safety
and proliferation concerns, economic obstacles,
and significant policy challenges to address long-
term radioactive waste disposal.

o= Nuclear fusion recently achieved an important
milestone by demonstrating energy gain in the
laboratory for the first time. However, further
research breakthroughs must be achieved in the
coming decades before fusion can be technically
viable as an energy alternative.

o— Many believe that small modular reactors (SMRs)
are the most promising way to proceed with
nuclear power, but some nuclear experts have
noted that SMRs do not solve the radioactive
waste disposal problem.

Robotics

Roboticsis an integrative field that draws on advances
in multiple technologies rather than a single dis-
cipline. "What is a robot?” is a harder question to
answer than it appears. At a minimum, the emerg-
ing consensus among researchers is that a robot is a
physical entity that has ways of sensing itself and the
world around it and can create physical effects on
that world. Robots are already used across a range of
sectors in a variety of ways—including assembly line
manufacturing, space exploration, autonomous vehi-
cles, tele-operated surgery, military reconnaissance,
and disaster assistance.

KEY CHAPTER TAKEAWAYS:

o— Although robots today are mostly used for the
Three Ds (dull, dirty, or dangerous tasks), in the
future they could be used for almost any task
involving physical presence, because of recent
advances in Al, decreasing costs of mobile com-
ponent technologies (e.g., cameras in smart-
phones), and designs enabled by new materials
and structures.

o— Robotics has and will transform many industries
through elimination, modification, or creation of
jobs and functions.

EXECUTIVE SUMMARY

13



o— Understanding and communicating how robots
will affect people’s lives directly in their physical
spaces (e.g., security robots in malls) as well as
more existentially (e.g., transitioning jobs like
truck driving from human-driven to autonomous
vehicles) will shape how the United States accepts
and benefits from robotic technologies.

Semiconductors

Semiconductors, or chips, are crucial and ubiqui-
tous components used in everything from refrigera-
tors and toys to smartphones, cars, computers, and
fighter jets. Chip production involves two distinct
steps: (1) design, which requires talented engineers
to design complex integrated circuits involving mil-
lions of components; and (2) fabrication, which is
the task of actually manufacturing chips in large,
specially designed factories called “fabs.” Because
fabs involve highly specialized equipment and
facilities—the “clean rooms” in which chips are
made require air that is one thousand times more
particle-free than a hospital operating room—they
are extremely expensive to build and require exper-
tise to operate. US companiesstill play aleading role
in semiconductor design, but US semiconductor-
manufacturing capacity has plummeted and now
lags dangerously behind Taiwan Semiconductor
Manufacturing Company (TSMC) and Korea's Sam-
sung. The Creating Helpful Incentives to Produce
Semiconductors and Science Act of 2022 (CHIPS
Act of 2022) was intended to help the US semicon-
ductor industry regain a foothold in fabrication, but
progress is expected to take years, if not decades.
Because of the cost and complexity involved, suc-
cess remains uncertain. At the same time, we are
reaching the limits of exponential technical and
cost improvements in the chip fabrication pro-
cess, known as Moore's law. Until now, systems
and software have been designed with the expec-
tation that semiconductor capabilities would dra-
matically increase and costs would decrease over
time. That is unlikely to be the case in the future,
with profound implications for the development of

hardware and software as well as the innovation
that depends on it.

KEY CHAPTER TAKEAWAYS:

o— Moore’s law, which for fifty years has predicted
rapid increases in semiconductor capabilities at
decreasing costs, is now ending, raising profound
implications for the future of hardware and soft-
ware development.

o— Recent research has identified methods that allow
innovations in materials, devices, fabrication, and
hardware to be added to existing process or sys-
tems at low incremental cost. These methods
need to be further developed since they will be
essential to continue to improve the computing
infrastructure we all depend on.

o— Quantum computing may solve certain special-
ized problems, but experts debate whether it can
ever achieve the rapid, consistent, predictable
performance growth that semiconductors have
enjoyed.

Space

Space technologies include any technology devel-
oped to conduct or support activities approximately
sixty miles or more beyond Earth’s atmosphere. A
single space mission is a “system of systems”—
including everything from the spacecraft itself to
propulsion, data storage and processing, electrical
power generation and distribution, thermal control
to ensure that components are within their opera-
tional and survival limits, and ground stations. While
in the past space was the exclusive province of gov-
ernment spy satellites and discovery missions, the
number and capabilities of commercial satellites
have increased dramatically in recent years. Today,
more than eight thousand working satellites circle
the planet, many no larger than a loaf of bread.
Some operate in constellations that can revisit the
same location multiple times a day and offer image
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resolutions so sharp they can identify different car
models driving on a road.

KEY CHAPTER TAKEAWAYS:

o- Space technologies are increasingly critical to
everyday life (e.g., GPS navigation, banking, mis-
sile defense, internet access, and remote sensing).

o- Space is a finite planetary resource. Dramatic
increases in satellites, debris, and competition
are threatening access to this global commons.

o— Private-sector actors play a critical and growing
role in many aspects of space-based activities
(e.g., launch, vehicles, and communications),
because they offer better, cheaper, and rapidly
deployable capabilities.

Sustainable Energy Technologies

This vital strategic resource for nations generally
involves generation, transmission, and storage.
In recent years it has also come to include carbon
capture and carbon’s removal from the atmosphere.
Energy mix and innovation are key to efforts to
address climate change.

KEY CHAPTER TAKEAWAYS:

o— The most significant challenge to achieving sus-
tainable energy is scale. Countries will need to
source, manufacture, and deploy massive gen-
eration, transmission, and storage capabilities to
meet global energy needs.

o— Because global energy needs are vast, no single
technology or breakthrough will be enough.

o— Over-the-horizon challenges include decentral-
izing and modernizing the country’s electricity
grids and achieving greater national consensus
about energy goals to enable strategic and effec-
tive R&D programs and funding.

Important Crosscutting
Themes

Chapter 11 discusses twelve themes that cut across
the technological areas. These are:

1. Different risks arise from moving too fast and
moving too slowly. Innovation that emerges too
fast threatens to disrupt the status quo around which
many national, organizational, and personal interests
have coalesced. It is also more likely to lead to unin-
tended consequences and give short shrift to security,
safety, ethics, and geopolitics. Innovation that moves
too slowly increases the likelihood that a nation will
lose the technical, economic, and national security
advantages that often accrue to first movers in a field.

2. ldeas and human talent play a central role in
scientific discovery and cannot be manufactured
at will. They must be either domestically nurtured or
imported from abroad. Today, both paths for gener-
ating ideas and human talent face serious and rising
challenges.

3. The US government is no longer the primary
driver of technological innovation or funder of
research and development. Historically, techno-
logical advances (e.g., semiconductors, the internet,
jet engines) were funded and advocated by the US
government. Today, private sector R&D investment
is playing a much larger role, raising important con-
cerns about how to ensure that the national interest
is well considered and that basic science—which
is an important foundation for future innovation—
remains strong.

4. There is a trend toward increasing access to
new technologies worldwide. Even innovations
that are US born are unlikely to remain in the exclu-
sive control of American actors for long periods.

EXECUTIVE SUMMARY
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5. The synergies between different technologies
are large and growing. Advances in one technol-
ogy often support advances in other technologies.

6. The path from research to application is often
not linear. Many believe that technological break-
throughs arise from a step-by-step linear progression
where basic research leads to applied research, which
then leads to development and prototyping and
finally to a marketable product. Yet innovation often
does not work this way. Many scientific develop-
ments enhance understanding but never advance to
the marketplace. Many marketable products emerge
in nonlinear fashion, after many rounds of feedback
between phases. Other products emerge only when
several different technologies acquire maturity.

7. Technological innovation occurs in both democ-
racies and autocracies, but different regime
types enjoy different advantages and challenges.
Democracies provide greater freedom for explora-
tion, while authoritarian regimes can direct sustained
funding and focus on the technologies they believe
are most important.

8. The speed of change is hard even for leading
researchers to anticipate. Technology often pro-
gresses in fits and starts, with long periods of incre-
mental results followed by sudden breakthroughs.

9. Nontechnical factors often determine whether
new technologies succeed or fail. Adoption of new
technologies hinges on economic viability and soci-
etal acceptability, not just scientific proof-of-concept
and engineering feasibility.

10. US universities play a pivotal role in the innova-
tion ecosystem that is increasingly at risk. Although
the US government frequently talks about the impor-
tance of public-private partnerships in emerging
technology, universities also play a pivotal and often
underappreciated role. They are the only organiza-
tions with the mission of pursuing high-risk research
that may not pay off commercially for a long time,

if ever. That high-risk focus has yielded high-benefit
payoffs in a wide range of fields.

11. Sustaining American innovation requires long-
term government R&D. Investments with clear
strategies and sustained priorities are crucial, not the
increasingly common wild swings from year to year.

12. Cybersecurity is an enduring concern for
every aspect of emerging technology research.
State and nonstate actors will continue to threaten
the confidentiality, integrity, and availability of
information that is crucial for emerging technology
research and development.

Finally, each of the ten technology fields covered
in this report bears on five policy areas that are of
interest to policymakers: economic growth, national
security, environmental and energy sustainability,
health and medicine, and civil society. Chapter 12
identifies applications and consequences of each
field as they apply to these policy areas.

NOTES

1. Andrew Pettegree and Arthur der Weduwen, The Bookshop of
the World: Making and Trading Books in the Dutch Golden Age
(New Haven, CT: Yale University Press, 2019), 70-72.
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INTRODUCTION

The Role of Science and
Technology in Advancing
National Interests

Vannevar Bush, an engineer and policymaker who
oversaw the development of the Manhattan Project,
was the nation’s first presidential science advisor. In
1945, he wrote: “Advances in science when put to
practical use mean more jobs, higher wages, shorter
hours, more abundant crops, more leisure for rec-
reation, for study, for learning how to live without
the deadening drudgery which has been the burden
of the common man for ages past. . . . Advances
in science will also bring higher standards of living,
will lead to the prevention or cure of diseases,
will promote conservation of our limited national
resources, and will assure means of defense against
aggression.”!

The importance of science and technology (S&T)
remains essential to our national interests. Advances
in S&T are closely tied to national needs in transpor-
tation, agriculture, communication, energy, educa-
tion, environment, health, and defense—as well as
millions of American jobs. S&T also underpins and
drives many strategic objectives in foreign policy,
such as reducing the proliferation of weapons of
mass destruction, improving humanitarian assis-
tance, and promoting growth in developing and
transitional economies.? Research and development
in S&T fields such as information technology, bio-
technology, materials sciences, and nanotechnology
will impact both “hard power” issues—defense, arms
control, nonproliferation—and “soft power” con-
cerns, such as climate change, infectious and chronic

diseases, energy supply and demand, and sustain-
able development.?

S&T is one important battleground for seeking
advantage in geopolitical competition, as advances
in S&T can contribute to national interests, including
a stronger national security posture, greater national
pride and self-confidence, economic influence, and
diplomatic leverage. But four other points about
S&T are equally important:

o— Advances in S&T must be leveraged alongside
strong public policy if those advances are to
serve the national interest. Coupling advanced
technology with poor policy to influence that
technology rarely ends well.

o— Advantages gained from S&T advances are tran-
sient in the long run. Attempting to restrict S&T
transfer to other nations may delay its spread,
but the first successful demonstration of a tech-
nological advance on our part is often the impe-
tus for other nations to launch their own efforts
to catch up.

o= Internationally, S&T is not always a zero-sum
game, as S&T advances originating in one nation
often benefit others. For example, the internet
and GPS are US-born innovations whose uses
have spread around the world—and the United
States itself has gained from that spread.

o= International competition does not occur only
with adversaries. Our allies and partners also com-
pete in the S&T space, developing technology or
deploying policy that can leave the United States
at a disadvantage.

17



Policy for Science
and Technology

Policymakers have a wide variety of tools to influ-
ence the conduct of S&T research and develop-
ment. Many of these are obvious, such as research
funding; tax incentives to firms; intellectual property
rights; export controls; classification authority; reg-
ulation; public procurement; funding and other aid
to strategic sectors; and labor force training and
education.

On the other hand, policy need not be directed
at S&T to have a meaningful impact. For example,
immigration policy is not primarily directed at the
S&T workforce, but it can have profound effects
on the talent available to academic and industry
research. Policy oriented in one direction attracts
talent to the United States, while policy oriented
in another diminishes such talent. Or consider the
national economic environment. Stable fiscal and
monetary policies make it easier for private-sector
decision makers to plan and invest for the long term,
a critical consideration when many S&T advances
must be nurtured along an extended path from con-
ception to maturity.

Ten Science and
Technology Fields

Chapters 1 through 10 describe in more detail ten
S&T fields important to the national agenda. Our
selection of these fields was driven by several fac-
tors: inclusion on common lists of key technologies
developed by government, the private sector, and
academia and think tanks, as well as discussions
with science and engineering colleagues at Stanford
University and other research universities. We do not
claim that any one of these ten is more important
than the others, and the discussion below does so
in alphabetical order. Indeed, one of the perhaps
unexpected aspects of this technological moment
is convergence: new technologies are intersecting,
overlapping, and driving each other in all sorts of
ways—some obvious, some more hidden.

The description of each field is divided into three
parts. The first part is an overview of the field. The
second part addresses noteworthy key develop-
ments in the field that are relevant to understand-
ing the field from a policy perspective. The last part,
over the horizon, is itself subdivided into three sec-
tions: the potential impact of the field in the future
(i.e., the field’s potential over-the-horizon impact);
the likely challenges facing innovation and imple-
mentation; and relevant policy, legal, and regula-
tory issues.
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1. Vannevar Bush, Science: The Endless Frontier (Washington, DC:
US Government Printing Office, 1945), https://www.nsf.gov/od
/Ipa/nsf50/vbush 1945 htm.

2. National Research Council, The Pervasive Role of Science,
Technology, and Health in Foreign Policy: Imperatives for the
Department of State (Washington, DC: National Academies Press,
1999), https://doi.org/10.17226/9688.

3. National Intelligence Council, Global Trends 2015: A Dialogue
About the Future with Nongovernment Officials, December 2000,
https://www.dni.gov/files/documents/Global%20Trends_2015%20
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Future: Report of the National Intelligence Council’s 2020 Project,
December 2004, https://www.dni.gov/files/documents/Global %20
Trends_Mapping%20the%20Global%20Future%202020%20
Project.pdf.
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ARTIFICIAL
INTELLIGENCE

KEY TAKEAWAYS

o— Al is a foundational technology that is advancing
other scientific fields and, like electricity and the
internet, has the potential to transform how soci-
ety operates.

o Even the most advanced Al has many failure
modes that are unpredictable, not widely appreci-
ated, not easily fixed, not explainable, and capa-
ble of leading to unintended consequences.

o= There is substantial debate among Al experts
about whether Al poses a long-term existential
risk to humans, and whether the most important
risks are current Al weaknesses.

Overview

Avrtificial intelligence (Al), a term coined by computer
scientist and Stanford professor John McCarthy in
1955, was originally defined as “the science and
engineering of making intelligent machines.” In
turn, intelligence might be defined as the ability to
learn and perform suitable techniques to solve prob-
lems and achieve goals, appropriate to the context
in an uncertain, ever-varying world." Al could be said
to refer to a computer's ability to display this type of
intelligence.

The emphasis today on Al is on machines that can
learn as well as humans can learn, or at least some-
what comparably so. However, because machines
are not limited by the constraints of human biology,
Al systems may be able to run at much higher speeds
and digest larger volumes and types of information
than are possible with human capabilities.
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Today, Al promises to be a fundamental enabler of
technological advancement in many fields, arguably
of comparable importance to electricity in an earlier
era or the internet in recent years. The science of
computing, worldwide availability of networks, and
civilization-scale data—all that collectively under-
lies the Al of today and tomorrow—promises to
have similar impact on technological progress in
the future. Moreover, the users of Al will not be lim-
ited to those with specialized training; instead, the
average person on the street will interact directly
with sophisticated Al applications for a multitude of
everyday activities.

The global Al market was worth $136.55 billion in
2022, with North America receiving 36.8 percent of
total Al revenues.? A Stanford University study found
that total private investment in artificial intelligence
exceeded $93 billion in 2021, a twofold increase
in capital from 2020.3 While artificial intelligence
start-ups received roughly 9 to 10 percent of global
venture capital investment in recent years,* global
Al start-up funding slowed considerably in 2022,
dropping from an all-time high of roughly $18 bil-
lion in the third quarter of 2021 to approximately
$8.3 billion in quarter three of the following year.’
Generative Al, discussed below, is estimated to raise
global GDP by $7 trillion and lift productivity growth
by 1.5 percent over a ten-year period, if adopted
widely.®

What subfields are considered part of Al is a matter
of ongoing discussion, and the boundaries between
these fields are often fluid. Some of the core sub-
fields include:

o— Computer vision, enabling machines to recog-
nize and understand visual information from the
world, converting it into digital data and making
decisions based on it

o= Machine learning (ML), enabling computers to per-
form tasks without explicit instructions, often by
generalizing from patterns in data. This includes

deep learning that relies on multilayered artificial
neural networks to model and understand com-
plex relationships within data

o~ Natural language processing, equipping machines
with capabilities to understand, interpret, and pro-
duce spoken words and written texts

Most of today’s Al is based on machine learning,
though it draws on other subfields as well. Machine
learning requires data and computing power—often
called compute’—and much of today’s Al research
requires access to these on an enormous scale.

Avrtificial intelligence requires large amounts of data
from which it can learn. These data can take various
forms, including text, images, videos, sensor read-
ings, and more. The quality and quantity of data
play a crucial role in determining the performance
and capabilities of Al models. Without sufficient and
high-quality data, Al models may generate inac-
curate or biased outcomes. (Roughly speaking, a
model is developed to solve a particular problem—
different problems call for different models, and for
problems that are sufficiently different from each
other, entirely new models need to be developed.)
Research continues today on how to train models
incrementally, starting from an existing model and
then using a much smaller amount of specially
curated data to refine the performance of those
models for specialized purposes.

For a sense of scale, one Al model recently in
the news is GPT-4. Estimates of the data required
to train this model suggest that around a million
books (hundreds of gigabytes of text) were drawn
from billions of web pages and scanned books. The
hardware requirements for computing power are
also substantial. The costs to compute the training
of GPT-4, for example, were enormous. Reports
indicate the training of this application took about
twenty-five thousand Nvidia A100 GPU deep-
learning chips—at a cost of $10,000 each—running
for about one hundred days.® Doing the math
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and noting that other hardware components were
likely also needed suggests the overall hardware
costs for GPT-4 were at least a few hundred mil-
lion dollars. And the chips underlying this hardware
are specialty chips generally fabricated offshore.”
(Chapter 8 on semiconductors discusses this point
at greater length.)

Last, training Al models is an energy-intensive activ-
ity. One estimate of the electricity costs of training a
large language model such as GPT-4 pegs the figure
at about fifty million kilowatt-hours.”® Then once
it's up and running, the energy cost of a query on
ChatGPT is around 0.002 of a kilowatt-hour."" Given
hundreds of millions of queries per day, the operat-
ing energy cost of ChatGPT might be a few hundred
thousand kilowatt-hours, at a cost of several tens of
thousands of dollars, per day.

Al can automate a wide range of tasks. But Al also
has particular promise in augmenting human capa-
bilities and further enabling people to do what
people are best at doing.”? Al systems can work
alongside people, complementing and assist-
ing rather than replacing them. Some present-day
examples include:

Health Care

o- Medical diagnostics Al systems that can predict
and detect the onset of strokes and subsequently
perform automated triage, mobile viewing, and
secure communication across several specialties
and diseases qualified for Medicare reimburse-
ment in 2020."

o- Drug discovery An Al-enabled search iden-
tified a compound that inhibits the growth of a
bacterium responsible for many drug-resistant
infections (e.g., pneumonia, meningitis) by sift-
ing through a library of seven thousand poten-
tial drug compounds for an appropriate chemical
structure.™

o— Robotic assistants Mobile robots can carry out
health care-related tasks such as making special-
ized deliveries, disinfecting hospital wards, and
assisting physical therapists, thus supporting
nurses and enabling them to spend more time
with face-to-face human interactions.

Agriculture

o— Production optimization Al-enabled computer
vision helps some salmon farmers sort fish
into the right size to keep, thus off-loading the
labor-intensive task of sorting fish.™

o— Crop management Some farmers are using Al
to detect and destroy weeds in a targeted manner,
significantly decreasing environmental harm by
using herbicides only on undesired vegetation
rather than entire fields, in some cases reducing
herbicide use by as much as 90 percent."’

Logistics and Transportation

o— Resource allocation Al enables some commer-
cial shipping companies to predict ship arrivals
five days in the future with high accuracy, thus
allowing real-time allocations of personnel and
schedule adjustments.™

Law

o— Legal transcription Al enables the real-time
transcription of legal proceedings and client
meetings with reasonably high accuracy, and
some such services are free of charge."

o- Legal review Al-based systems can reduce
the time lawyers spend on contract review by as
much as 60 percent. Further, such systems can
enable lawyers to search case databases more
rapidly than online human searches—and even
write case summaries.?

01 ARTIFICIAL INTELLIGENCE
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Key Developments

Large Language Models

Large language models (LLMs) are Al systems trained
on very large volumes of written text to recognize,
summarize, and generate new text, based on a sta-
tistical analysis that makes predictions about what
other words are likely to be found immediately after
the occurrence of certain words. A simple example
might be that the word sequence “thank you” is far
more likely to occur than “thank zebras.” The result-
ing systems, which include chatbots such as ChatGPT,
Bard, and Claude, generate output surprisingly simi-
lar to that of humans across a wide range of subjects,
including computer code, poetry, legal case summa-
ries, and medical advice. LLMs are examples of foun-
dation models, which are machine-learning models
trained on big datasets that can drive a large number
of applications.?! LLMs are also an example of gener-
ative Al, a type of Al that can produce new content
(e.g., text, images, sounds, animation) based on how
it has been trained and the inputs it is given.

Computer Vision

In recent years, computer vision has made substan-
tial progress on a number of important problems,
including:

o— |Image classification (categorizing objects in images)

o— Facial detection and recognition (finding faces in
images and then matching those faces to existing
face images)

o— Medical image segmentation (identifying an
organ in an image and isolating the portions of
the image associated with that organ)

o— Object recognition (identifying and localizing
instances of objects in images)

o— Activity recognition (identifying human activity
depicted in a video, e.g., a human being sitting
or walking)??

Al-Enabled Scientific Discovery

Over the past few years, Al models using large
amounts of scientific data have been the accelerant
of several scientific discoveries. Prominent exam-
ples include protein structure predictions for mul-
tiple proteins associated with SARS-CoV-2,% the
use of Al models to discover new antibodies,?* and
the improvement of plasma control procedures for
nuclear fusion.®

Existential Concerns about Al

Large language models have generated consider-
able attention because of their apparent sophisti-
cation. Indeed, their capabilities have led some to
suggest that LLMs are the initial sparks of artificial
general intelligence (AGlI).2¢ AGI is artificial intelli-
gence capable of performing any intellectual task
that a human can perform, including learning. But
because it would run on a computer, it is likely to
learn much faster than humans—outstripping human
capabilities in short order.

The prospect that artificial general intelligence will
soon be achieved has raised substantial debate
about its risks. In May 2023, a number of senior
and respected Al researchers released a state-
ment saying that "mitigating the risk of extinction
from Al should be a global priority alongside other
societal-scale risks, such as pandemics and nuclear
war.” Concerned about the speed at which the
power of Al-enabled systems is growing, they worry
that in the absence of good governance, future sys-
tems could pose existential risks to humanity.

Others suggest that focusing on low-probability
doomsday scenarios distracts from the real and
immediate risks that Al poses today.? Instead, they
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argue, Al researchers should prioritize addressing
the harms Al systems are already causing, like biased
decision making and job displacement. These prob-
lems are the ones on which governments and regu-
lators should be focusing their efforts.

A National Artificial Intelligence
Research Resource

As it stands today, Al models such as GPT-4 can be
developed only by large industrial actors with the
resources to build and operate large data and com-
pute centers—companies such as Google, Microsoft,
and Meta (previously Facebook). Traditionally, aca-
demics and others in civil society have undertaken
research to understand the potential societal ramifica-
tions of Al, but with large companies controlling access
to these Al systems, they cannot do so independently.

For this reason, a bipartisan group of legislators in
July 2023 proposed a bill to establish the National
Artificial Intelligence Research Resource (NAIRR) as
a shared national research infrastructure that pro-
vides civil society researchers greater access to the
complex resources, data, and tools needed to sup-
port research on safe and trustworthy artificial intel-
ligence. Even so, the scale of government resources
proposed is a factor of five or ten lower than what
the private sector is willing and able to invest.?®

Over the Horizon

Impact of New Technologies

New technologies often have positive and negative
impacts. Potential positive impacts of new Al tech-
nologies are most likely to be seen in the applications
they enable for societal use. These may include:

o— Truck drivers can off-load to Al the most boring
and time-consuming aspects of their jobs—the

long-haul drives—and still retain those aspects
of their jobs that require human-centered inter-
actions, usually involving the first and last miles
of their routes.

o— Smart Al sensors and cameras can improve
patient safety in intensive care units, operating
rooms, and even at home by improving health-
care providers’ and caretakers’ ability to monitor
and react to patient health developments, includ-
ing falls and injuries.?

Potential negative Al impacts likely will emerge from
known problems with the current state-of-the-art Al
and from unfettered success with Al in the future.
Some of the known issues with today’s leading Al
models include:

Explainability This is the ability to explain the rea-
soning and describe the data underlying an Al sys-
tem’s conclusions. Explainability is useful for:

o— Giving users confidence that an Al system works
well

o— Safeguarding against bias of various kinds

o— Adhering to regulatory standards or policy
requirements

o= Helping developers understand why a system
works a certain way, assess its vulnerabilities, or
verify its outputs

o— Meeting society’s expectations about how indi-
viduals are afforded agency in a decision-making
process®

Today's Al is for the most part incapable of explain-
ing the basis on which it arrives at any particular con-
clusion. Explanations are not always relevant, but in
certain cases, such as medical decision making, they
may be critical.

Bias and fairness Because machine-learning mod-
els are trained on existing datasets, such